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*Clouds provide on-demand resources or services over the Internet, usually at the scale

and reliability of a data center
No standard definition
*Cloud architectures are not new

* What is new is the scale — capacity is being added by the data center not by the rack

* Examples include:

oGoogle’s Google File System, MapReduce & BigTable

oAmazon’s S3, EC2 and SimpleDB
o Open source Hadoop

Sector

Stacks for Clouds
*Sector is fast
oTerasort over 118 nodes requires 1526 seconds | |
. _ Compute Services Compute Services
with Sector and 3702 sec with Hadoop
*Easy to program . . Table Services Table Services
oSupports User-defined Functions over records
oSupports MapReduce style over (key, value) pairs St Seriess St Seriess
*Customizable
oSector is layered and designed to support Google, Hadoop Routing Services
specialized functionality by customizing the layers
oExample: using specialized network protocols for Network Transport Services

high performance networks

Sector

*Open source and available from sector.sourceforge.net

Sector / Sphere Programming Model
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Stage 1: Shuffling

Stage 2: Sorting

*Sector dataset consists of one or more physical
files
*Sphere applies User Defined Functions over
streams of data consisting of data segments
o Example of UDFs: Map function, Reduce
function, Split function for CART
Data segments can be data records, collections of
data records, or files
*Outputs of UDFs can be returned to originating
node, written to local node, or shuffled to another
node.

Performance
Number of | Hadoop Sector The table shows the time required in sec to complete

- the Terasort benchmark. The time required to

WAN-2 (UIC, SL, 3702 1526 generate the data is excluded. The test used 10 GB of
UCSD, JHU) data per node. The four clusters were connected with
WAN-1 (UIC,SL, 88 3069 1430 10 GE networks. The tests were done on the Open
UCSD) Cloud Testbed using Dell 1435 computers with 4GB
MAN (UIC,SL) 58 2617 1301 mem, 1TB disk, 2.0GHz dual-core AMD Opteron 2212,
LAN (UIC) 29 2252 1265 with 1 Gb/s network interface cards

>ector Application: il

Chicago Greenbelt 0.9 1 Gb/s 615 Mb/s

Chicago Austin 0.83 10 Gb/s 8000 Mb/s

rrrrrr

China }
''''' s ° 83 SDSS Data Distribution using Sector and UDT
Map s Q0007 Eurcpn Technokoges - i I —
ssssss - Overview = 10Ca
-
go
(o) iew Using this web site, you can download the Sloan Digital Sky Survey (SDSS) data if you have access to a high speed wide area network. For .
example, if your organization is attached to the National Lambda Rail or Internet2's Abilene Network, then you should be able to download the I O n g d I St a n C e
In general, it can be quite challenging to use effectively the available bandwidth over a wide area, high performance network. This project uses the
SSSSSSSSSSS UDP-based Data Transfer Protocol or UDT, which has been developed by the National Center for Data Mining (NCDM) at the University of lllinois
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Documentation The project is supported by the National Science Foundation through the grant SCI |I: The TeraFlow Project: High Performance Flows for Mining
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The SDSS is systematically mapping a quarter of the entire sky, producing a detailed image f B
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* Angle anomaly detection project uses Sector as
its distributing computing platform.

Distributing the Sloan Digital Sky Survey (SDSS)
* SDSS dataset is 14 TB in size.

&/ Open Clowd Open Cloud Testbed
Consortiun
*Supports the development of open source "R = C/ @ §D

software for cloud based computing.
*Develops standards and standard based
interfaces for interoperating different software
supporting cloud based computing.

Manages a testbed for cloud computing called
the Open Cloud Testbed.

*Sponsors workshops and other events related

to cloud computing. | Distributed cloud testbed with clusters at UIC,
*See www.opencloudconsortium.org StarLight, Calit2 and JHU

JHU

*All clusters connected via 10+ GE wide area
network



